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Abstract

This paper presents an application of Tabu Search algorithm to asso-
ciation rule mining. We focus our attention specifically on classification
rule mining, often called associative classification, where the consequent
part of each rule is a class label. Our approach is based on seek a rule set
handled as an individual. A Tabu search algorithm is used to search for
Pareto-optimal rule sets with respect to some evaluation criteria such as
accuracy and complexity. We apply a called Apriori algorithm for an as-
sociation rules mining and then a multiobjective tabu search to a selection
rules. We report experimental results where the effect of our multiobjec-
tive selection rules is examined for some well-known benchmark data sets
from the UCI machine learning repository.

Keywords: combinatorial data analysis; associative classification; tabu search;
multiobjective optimization.

Resumen

Este articulo presenta una aplicacién de Bisqueda Tabu Multiobjetivo
a la mineria de reglas de asociacién. Centramos nuestra atencion especifi-
camente en la mineria de reglas de clasificacién, frecuentemente llamada
clasificacidn asociativa, donde la parte consecuente es una clase. Nues-
tro enfoque se basa en la bisqueda de un conjunto de reglas manipulado
como un individuo para la clasificacién. Un algoritmo de Buisqueda Tabu
es utilizado para encontrar conjuntos de reglas Pareto-Optimo con respecto
a algunos criterios tales como exactitud y complejidad. Aplicamos el si-
guiente algoritmo de A priori para la extraccién de las reglas de asociacién
del problema en cuestién y entonces una buisqueda Tabu multiobjetivo es
realizada para seleccionar subconjuntos de reglas. Reportamos experimen-
tos donde es examinado el efecto de la seleccién multiobjetivo para al-
gunos conjuntos de datos bien conocidos de la base de datos del almacén
de maquinas de aprendizaje de la UCL.

Palabras clave: analisis de datos combinatorio; clasificacion asociativa; bus-
queda tabu; optimizacién multiobjectivo.

Mathematics Subject Classification: 90C27, 90C29, 90C30, 90B50, 93B40.

1 Introduction

Data mining is a very active and rapidly growing research area that involves pat-
tern recognition technologies, as well as statistical and mathematical techniques.
The task of data mining is to extract useful knowledge for human users from a
database. Association rule mining is one of the most well-known data mining
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techniques [1], in this we seek to uncover associations among the attributes con-
taining the database. The application of association rule mining to classification
problems is often referred to as classification rule mining or associative classi-
fication [12], [13], [15], and [16], being applied in different areas like: finance,
creditworthiness of clients, performance analysis of finance, investments, health
care/medicine and others. Classification rule mining usually consists of 3 phases:
Rule discovery, Rule selection and Classification. In the rule discovery phase,
a large number of classification rules are extracted from a database using an as-
sociation rule mining technique. All classification rules satisfying the minimum
support and confidence are usually extracted from a database. A part of extracted
classification rules are selected to design a classifier in the rule selection phase
using a heuristic rule sorting criterion and the unlabelled data will be classified
in the third step. The accuracy of the designed classifier usually depends on
the specification of the minimum support and confidence and also, a threshold
selected to subtract candidates to classification rules. Besides the support and
confidence, other measures have been defined to measure the goodness of an as-
sociation rule. Among them are gain, variance, chi-squared value, entropy gain,
Laplace, lift, and conviction [2]. It is shown in [2] that the best rule according
to any of the above mentioned measures is a Pareto-Optimal rule with respect
to support and confidence. Evolutionary algorithms were proposed to search for
Pareto-Optimal classification rules with respect to support and confidence for
partial classification [7],[9]. Evolutionary algorithms were also used to search
for Pareto-Optimal rule sets in classification rule mining [10], [11] where the ac-
curacy of rule sets was maximized and their complexity was minimized. In this
paper, we empirically examine the effect of multiobjective rule selection through
computational experiments for some well known benchmark data sets from the
UCI machine learning repository.This paper is organized as follows: First we
explain some basic concepts in associative classification mining in Section 2.
Section 3 explains the associative classification in a multiobjetive framework; in
Section 4 we report experimental results on some well-known benchmark data
sets. Conclusions in the Section 5.

2 Associative classification

Let D be a training data set with m attributes A, Ag,..., A, and |D| = n
instances. C is a class label. Then, the values of attribute Aj and class C can be
noted as a; and c, respectively. An item set denoted by itemset is a set of several
attribute values < a;1,a2,...,a;q >,q < m, 1 < i < n while an instance
is (a1,a2,...,am,c). A classification rule r =< a;1, a;2, ..., 0iq,¢ > ¢ < m
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is a combination of an item set and a class label. For our pattern classification
problem, we use classification rules of the following type:

r=if AN 7 WA AN o 7 then c.

The statement < a;; A aj2 A ... A ajq > is the antecedent and the label C
is called the consequent. Occr(r) is the number of instances in D that match
the item set (antecedent condition) of r. Suppcount(r) is the numbers of in-
stances in D that match the item set and the class label of r as well. Thus
the support of r is Supp(r) = Suppcount(r)/|D| while the confidence of r
is Conf(r) = Suppcount(r)/Occr(r). Them minsupp and minconf is the
thresholds of support and confidence of rules given by user. Set R is the col-
lection of classification rules where Vr € R satisfies Supp(r) > minsupp and
Conf(r) > minconf. Given r =< a;1, ;2, . .., aiq, ¢ > it implicates that if
the attribute values of an instance match a;1, a;2, . . . , a;q completely, the confi-
dence of this instance belonging to class C is Conf{r) . Associative classification
is to collect rules in training data set D, organize them in a certain order to form
a classifier, denoted by Cl. When provided an unlabelled object, the classifier se-
lects the rule in accordance with the order whose condition matches the objects
and assigns class labels of the rule to it.

2.1 Reduced classifier

We simplify the classifier reducing the number of redundant rules. First, the
rules are ordered in descending order, taking into account the following ranking
rule: Given the rules 1 and ro:

If Supp(r1).Conf(ry) > Supp(ra).Conf(re), then r; < ro, noted r1 pre-
cedes 3. An item set is denoted by itemset;. Then 73 is redundant if:

r1 =< itemsety,c, > and ro =< itemsety,c, >, but r <o,

ry =< itemsety, ¢ > and ro =< itemsets, ci >, itemset; C itemsets,

and ™ < T9.

2.2 Mining classification rules

Briefly we explain the generation of classification rules based on the Apriori
algorithm. The frequency of an < i¢temset, c > is the number of instances that
contain the particular < itemset,c >. The mining of association rules from
large databases is a two-steps process:
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1. Find all < itemset, c > with frequency > v, a frequent < itemset, c >
is denoted by fregitemset.

2. From all fregitemset, generate association rules satisfying the minimum
support and confidence conditions.

Next, we turn to the task of generating association rules using the fregitemset.
The Apriori algorithm takes advantage of the priori property to reduce the search
space. The Apriori property states that if an < item,c > is not frequent, then
adding another value of attribute to this < itemset, c > will not make this new
< itemset,c > more frequent. Then the algorithm is accomplished using the
following two-step process, for each fregitemset denoted by s:

1. First, generate all subsets of s.

2. Then, let ss represent a nonempty subset of s. Consider the association
rule v : ss = (s — ss), where (s — ss) indicates the set s without ss.
Generate (and output) r if r fulfills the minimum support and confidence
requirement. Do so for every subset ss of s.

2.3 Discretizing numeric attributes

Association rules are often used when the attributes are binary, it can be extended
to numeric attributes discretizing they in nominal ones. To do this we use a
method based on a model that uses a psycho-physical law called the Weber’s law,
stating that the noticeable difference in stimulus intensity must be proportional
to the actual stimulus intensity itself [14]. Briefly we explain the model, assume
that each range (ain, Gmaz) Of the attributes can be subdivided into a number
of subintervals then, the method takes the following gridpoints:

ap = Gmin + €0, 01 = Gmin + €1, -« - -, G; = Qmin T €.

The €, €1,. . . represent the echelons of the so-called category under construction.
Based on the Weber’s law we set:

€ — €1 = &€ 1.
From this we obtain:
e=1+8e-1=(1+8%2=...=(1+& e.

The echelons constitute a sequence with geometric progression. The initial
step is o and (1 + &) is the progression factor. The integer-valued parameter i is
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chosen to designate the order of magnitude of the echelons. If we take (14+-&) = p
we can write €; = p'ep, then apmaer = Amin + pheo. From this we can write:

a; = Qmin + (amaa: - amin)pi/phai - 17 27 ey h.

Then, we can vary the integer-valued 7 in order to obtain different a; grid-
points and the progression factor p to obtain a variety of the respective geometric
scales [14].

3 Multiobjective in mining classification rules

3.1 Multiobjective metaheuristics

Most of the problems of optimization that think about in the practice involve sev-
eral approaches to be optimized and that they can be contradictory to each other.
It happens this way to the classification problems, in which is sought to optimize
as much the quality as the complexity of the classifiers, and the improvement
of an approach usually brings the worsening of another. The problems of opti-
mization with more than a function objective, they are known as Multi-objective
Optimization (MOP, of their initials in English) at the present time many areas
present this type of problems, reason why the field of the MOP it is attracting
a great interest and it constitutes a branch of wide investigation. Usually, in the
problems of MOP they cannot be solutions that optimize in a simultaneous way
all the objectives. It is for it that instead of looking for an only good solution,
he/she tries to be a group of feasible solutions that you/they maintain the best
commitment among all the objectives of the problem, denominated good solu-
tions Pareto. A solution is good Pareto if it is not possible to improve one of the
objectives without it worsens some other one.

The group of good solutions Pareto cannot be ordered in a global way, since
any solution in the Pareto set is better or worse that other (a classification doesn’t
exist in...). The identification of the solution of better commitment or balance
among the approaches that are optimized, require keeping in mind the user’s
preferences (decision maker) on the functions objectives. The complexity of a
MOP depends on the size of the problem, where they influence such factors as
the quantity of involved objectives or the size of the search space. The time of
resolution of the same one should be reasonable so that you can apply to real
problems found in the practice. In this sense, from final of the years 80, it has
been carried out a wide study and development of multiobjective metaheuristics.
The main objective of the resolution of a multiobjective problem is to obtain the
group of good solutions Pareto. Nevertheless, when a metaheuristic is applied in
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it’s resolution, the objective becomes to obtain a good approach of this group. In
the resolution of MOP’s, due to the global non existence of a good one, it should
talk to new ideas that differ of the existent ones in optimization mono-objective.
For they are introduced it’s new concepts and definitions that distinguish to the
MO like a branch of independent study.

3.2 Basic concepts

A general multiple objective optimization (MOO) problem consists of optimiz-
ing a set of > 2 objective functions. It can be formulated as follows:

minimize{f(x) : f(z) = (fi(z), f2(2), ..., fr(2))},

S.t.
z € X,

where a solution x = (1, z2,...,%,) € X is represented by a vector of n
decision variables, X is a set of feasible solutions.
The image of a solution x in the objective space is a point:

z=(z1,22,...,2) = f(x).

Having several objective functions, the notion of optimum changes. The
aim here is to find a good compromise rather than a unique solution as in a
single-objective optimization problem. A MOP problem obtains a set of solu-
tions known as the Pareto optimal, related to the following concepts.

Definition 1 (Pareto Dominance) A solution ©' € X dominates another so-

lution x*> € X if and only if Vi € {1,2,...,n}, fi(z') < fi(2?), and 3j €
{1,2,...,n}: fi(zh) < fi(2?).

Definition 2 (Efficiency) A solution x* is efficient if and only if there is not
another solution x € X such that x dominates x*.

The whole set of efficient solutions is the Pareto Optimal set, and is denoted
by Xp. The image of a Pareto Optimal set in the objective space results in a
set of non-dominated vectors denoted by PF' and called nondominated set or
Pareto Frontier.

The aim in multiobjective metaheuristic optimization is to obtain a Pareto
Optimal set or a good approximation to it. This is a very difficult task and it
depends on the practical complexity of the problem. As we said above, the
introduction of preference information permits us to narrow the search over the
regions of interest of the decision-maker.

Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 27(2): 333-354, Jul-Dec 2020



340 R.P. BEAUSOLEIL

3.3 Multiobjective in the mining of classification rules

Multiobjective techniques in the mining of classification rules can be roughly
categorized into two approaches. In one approach, each rule is evaluated ac-
cording to multiple rule evaluation criteria such as support and confidence. In
our approach an adaptive search algorithm is used to search for Pareto-Optimal
classification rules sets, taking into account the accuracy and complexity. These
rules are meant to be interpreted in order: the first one, then if it doesn’t apply
the second, and so on. This set of rules that are intended to be interpreted in
sequence is called a decision list.

In this section, we explain our Tabu search algorithm to seek these rules sets.
In our study, we use the following two objectives:

e f1(Cl): The number of correctly classified patterns.
e f2(Cl): The number of selected rules.

The first objective associated to the accuracy is maximized while the second
objective associated to the complexity is minimized. The maximum number of
items in the antecedents is fixed to four, because bigger quantity of antecedents
hinders the understanding of the rule and the analysis for the decision making.

3.4 Multiobjective tabu search

Tabu Search (TS) was proposed in its present form by Glover [6]. TS can be
described as an intelligent search that uses adaptive memory and responsive ex-
ploration. It is an iterative technique that explores a set of problem solutions,
denoted by X, by repeatedly making moves from one solution x to another so-
lution ¢ located in the neighbourhood N () of .

3.4.1 Neighbours

Let us assume that we have already extracted n classification rules in the rule
discovery phase of classification rule mining. These n classification rules are
used as candidate rules in the classification rule phase. Let Cl be a set of the
p < n candidate rules (i.e. C! is a classifier). We use a binary string of length n
to represent C'l where 1 and 0 mean the inclusion in C and the exclusion from
CI of the corresponding candidate rule. A neighbour is generated changing the
value of one selected binary variable, in the case of diversification move, based in
previous experience [3], we change [/n | variables. The number of neighbours

is equal to [/n].
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3.4.2 Memory structures

The main components of tabu search approaches are memory structures, in order
to have a trace of the evolution of the search. TS maintain a selective history
of the states encountered during the search, and replaces N (x) by a modified
neighbourhood N*(x).

In our implementation we use a recency memory so called tabu list T that
takes account the identity of the elements that changed values and become tabu.
In order to maintain the tabu list, one circular list of ¢ length is used and the index
Jj of the variable x; that becomes tabu is added to T.

A complementary memory structure associated with the tabu list we have, the
array freqcount showing the frequency distribution of the selected variables, that
is, the number of time that each variables takes part in the visited solutions. Our
algorithm uses this frequency information to select the variables fewer selected.

3.4.3 Moves

The algorithm begins an intensification phase with a unitary movement while
potentially non dominated solutions are found, if during a certain number of
continuous iterations they are not potentially non dominated solutions, then the
algorithms spends to carry out a long movement to leave that environment to
other fewer visited and immediately in the new environment another intensifica-
tion phase is restarted.

To Move one variable
e To select one variable taking into account of the frequency memory.
e To change the value of the selected variable.

To Move more than one variable

e To select a quantity equal to [y/n ] taking into account the use of fre-
quency memory.

e To change the value of the selected variables.

e To return to the movement of one variable.

Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 27(2): 333-354, Jul-Dec 2020



342 R.P. BEAUSOLEIL

3.4.4 Additive function value

In order to measure the quality of the solution we propose to use in our tabu
search approach an Additive Function Value (AFV) with weighting coefficients

Ao, AFV(2)) = Doke(ior Mz — fr(z")), where:

Ae = 2—exp(—sp),
(@) = 25)/ 2.

Sk

3.4.5 Search by goals

Let S the trial solutions set. An aspiration level is used to obtain an initial set of
solutions as follows: Without lost generality, let us assume that every criterion
is minimized.

Let Af(z) = (Afi(a), Afa(a))) where Afi(a') = zp — fu(a'), k €
{1,2}. A goal is satisfied, permitting x to be accepted and introduced in S if
[3A fi(z') > 0] or [Vk € {1,2} A fi(z') = 0].The point Z* is updated by
max(zz,fk(x/)), ke {1,2}.

3.4.6 Attributes data structure

We use a memory that records information about the attributes of the solutions
generated in each neighbourhood. This data structure contains the value of the
additive function value, the selecting rules, and the index of variable that clas-
sify the solution as tabu or not tabu. This data structure provides information
to choice the best move in the current neighbourhood. A procedure so called
SearchBestCandidate is implemented to do this. In it an aspiration criterion to
override an tabu move is used to choice this move when it result in a solution
better than any visited so far.

3.4.7 Cutoff rule

The stop of the process is executed if the following statement is true.

(globit = mawxit) or (non new dominated solution)

where globit is the count of iteration of the multi start search and maxit is the
maximun multi start, then to stop put cutoff = true.
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3.4.8 Tabu search approach

Notations:

R and P are sets of non-dominated solutions,

x* is the best solution in R taking into account the product of the value of the
objective functions,

optimal is the the value of the best performance achieved by the classifiers, tak-
ing into account the product of the value of the objective functions,

goal=true if a new non-dominated solution was introduced in 5,

moveone=true if only one binary variable is changed,

itabu is a count of the number of iteration in the Taboo routine,

fan is the number of neighbours that will be generated,

ifan is a count of the current number of neighbours generated,

tenure contain the length of the tabu list,

M™ is a big bi-dimensional vector,

Tpest 18 the best solution achieved in the neighbourhood,

bestsolution contain the value of the best solution achieved in the current neigh-
bourhood,

globalopt is the value of the best solution achieved in the current tabu search.
x* € R : x*is the best solution taking into account the following expression:

> Aifitakingd; = 0.8,y = 0.2.
i=1,2

MultiStart Tabu

1. Create Rules (Apriori Algorithm).
2. n <— number of rules.

tenure <— min(7, [\/n] + 1).
cutof f «— false.

fan «— max(3, [v/n]).
globalopt <— M (big).

x <— O(initial point).

globit <— 0.

. While cutof f = false.

10. globit <— globit + 1.

11. Z* «— M* (big).

12. Taboo(x).

13. Extract P C S U R by applying Pareto Dominance relation.
14. R +— P.

15.2 +— x* € R.

16. end of while.

© 0N AW
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Taboo Routine

® NN R WD -

goal_unsatis fied «— 0.

itabu <— 0.

moveone <— true.

While goal_unsatisfied < (b =5).
Candidate(x).

Update the tabu list.

Set & <— pest(best candidate).

if goal = true then.
goal_unsatis fied <— 0.

. else.

. moveone <— false.

. goal_unsatis fied +— goal_unsatisfied + 1.
. endif.

. endwhile.

Candidate Routine

PN R L=

bk \O
A WD = O

ifan «— 0.

bestsolution «+— M (big).

goal <— false.

While i fan < fan.

&' +— Move(z).

Create Cl(z).

AFV (z).

Update AttributeDataStructure.
SearchByGoals(z').

. ifan «— ifan + 1.

. if aspiration_level then goal <— true.
. endwhile.

. SearchBestCandidate.

Czp— 2tk =1,2.

Search By Goals(z)

1. if aspiration_level = true.

2.8 .

3. 20« max{z}, fr(z)}, k=T1,2.
4. endif.
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Search Best Candidate
The candidate is tabu and not exist another candidate non-tabu.
if globalopt > AFV (z).
bestsolution «— AFV (z').
globalopt <— bestsolution.
Thest < .
else.
if bestsolution > AFV (x').
bestsolution «— AFV (z).
Thest < JJ,.

. endif.

. The candidate is non-tabu.

D A o A

—_
— O

12. if it is the first candidate non-tabu.

13. bestsolution «— AFV (x').

14, Tpest — x.

15. else.

16. if bestsolution > AFV (z).

17. bestsolution «— AFV (z).

18. Tpest +— z.

19. endif.

20. if globalopt > AFV (x')then globalopt <— bestsolution.

3.4.9 Generating categories for numeric attributes and classifiers

The Apriori algorithm deals with nominal attributes and cannot handles ones
measured on numeric attributes. To use it, first each attribute must be partitioned
into an small number of intervals. There exist some methods to discretize nu-
meric attributes, in our case we use the approach explained in 2.3. To make this,
before the learning algorithm takes place us discretize giving different values to
the parameters p € J = {2,3,4} andi = 2,3, ..., h with h = 4.

Associative classification

Read Data Training.

optimal <— M (big).

1 <— 1 count of subintervals.
repeat.

14— 1+ 1.

j<— 0.

repeat.

j—7+1L

NI WD -
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9. Discretize with (i, pj).

10. Generate Rules.

11. MultiStartTabu.

12. optimal > optimalcand.

13. optimal <— optimalcand.

14. cur factor <— p;.

15. cursub <— 1.

16. optimal <— ™.

17.until j = |J|.

18. until i = h.

19. Read Data Test.

20. Discretize with cursub, cur factor.
21. Generate the Best Rules Set with zop¢imal-
22. Test Classifier with the Data Test.
23. Output Best Classifier.

4 Computational experiments

To evaluate the effectiveness of our method, several experiments were carried
out and comparisons with different methods performed, four of these are rule
methods and one based on Bayes’ theorem. We extracted classification rules
with four or less antecedent conditions using a minimum support and confidence.
This restriction is because is difficult for human users to intuitively understand
long classification rule with many antecedents condition.

4.1 Methods

The proposed algorithm is compared with the following methods. All methods
are implemented in WEKA library [18].

Decision Table: It build a simple decision table majority classifier.
JRip: Based on RIPPER algorithm for fast and effective rule induction.
PART: Built a partial decision tree using the J48 algorithm.

NaiveBayes: Based on Naive Baye’s theorem.

ook w D =

OneR: Is a 1R classifier with one parameter: the minimum bucket size for
discretization.

6. J48: Based on an implementation of the C4.5 decision tree learner.
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4.2 Data sets

We perform experiments with a well known benchmark from UCI Machine
Learning and Intelligent Systems Database [5].

Table 1: Data Sets description: I = Instances, A = Attributes, C = Classes,T=type of
attributes (n:nominal,r:real), th = threshold for the frequency of the fregitemset
taked in our approach.

Data Set I A C T th%
Molecular Biology | 106 57 2 n 16
Wine 178 13 3 ¢ 10
Glass 214 9 6 r 5
Statlog Hearth 270 13 2 r 15
Ionosphere 351 34 2 r 15
Statlog Vehicle 846 18 4 r 10
Statlog Australian | 690 14 2 o/t 10
Yeast 942 8§ 10 r 5
Wine_Quality 1599 11 6 r 10
Car 1728 6 4 n 5
Abalone 4177 8 29 nrr 3
Musk 6597 166 2 r 10

Table 3 shows the performance (based on the average number of rules) of our
approach versus the algorithms that emit rules of decision. As you can observe
the best results were obtained with the JRip algorithm and our approach MTS.
Observe that for big data bases our approach obtained small groups of rules, not
behaving of this way the remaining algorithms.

Nevertheless, the rules generated by MTS have a maximum of three an-
tecedents, not being of this way with the remaining algorithms, including the
JRip. In the appendix, Figure 1 and Figure 2 represent the rules generated for
one of the experiments on the data set Abalone. In Figure 2 the rules generated
by JRip are shown.

4.3 MTS with automatic threshold

As a result of the previous experiments we design one approach with automatic
threshold that facilitates the use of the algorithm that we propose. With this end,
it is introduced in the part that corresponds to Associative Classification the code
that appears highlighted next. Initially th = 10.
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Table 2: Classification accuracy(%): Multiobjective Tabu Search = MTS, DT = Deci-
sion Table. In it the words Statlog and Molecular were omitted.

Data Set MTS JRip DT NBayes PART OneR J48
Biology 67.5 73.1 702 814 759 722 749
Wine 86.4 88.8 86.7 97.3 88.1 72.1 879
Glass 53,5 650 614 487 67.7 53.0 67.7
Hearth 725 80.7 792  85.2 834 709 799
Ionosphere 83.8 89.1 87.2 79.5 88.9 81.8 87.2
Vehicle 579 639 668 37.6 66.8 447 673
Australian 86.7 86.7 83.3 77.9 86.1 854 86.9
Yeast 422 563 54.3 56.2 544 362 554
Wine_Quality | 41.9 48.9 452 379 434  46.8 408
Car 71.5 76.6 76.7 73.4 80.5 712 737
Abalone 234 182 255 233 20.6 234 202
Musk 82.6 721 80.1 73.5 75.1 765 70.8

Associative Classification

Read Data Training.

optimal <— M (big).

1 <— 1 count of subintervals.
repeat.

14— 1+ 1.

j<— 0.

repeat.

j—Jj+1L

9. Discretize with (¢, pj).

10.if th < 15 then th = th + 5 else th = 5.
12. Generate Rules.

11. MultiStartTabu.

12. optimal > optimalcand.
13. optimal +— optimalcand.
14. curth <— th.

15. cur factor <— pj.

PN R P

To the code 21 is added the following code th <— curth. As you can observe in
the Table 4, both approaches show similar results. The quantity of rules gener-
ated also stayed in the same range shown for MTS.

To compare the obtained results taking in consideration the objective that
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Table 3: Comparison complexity: The average of rules of the classifiers.

Data Set MTS JRip DT PART J48
Biology 17 4 17 6 13
Wine 14 4 18 4 6

Glass 8 7 14 12 16
Statlog Hearth 10 5 17 12 15
Ionosphera 8 5 17 6 18
Statlog Vehicle 17 12 59 27 50
Statlog Australian | 11 5 17 25 24
Yeast 11 11 61 27 50
Wine_Q 15 14 60 75 118
Car 5 30 296 45 89
Abalone 9 15 52 763 873
Musk 7 17 449 33 95

Table 4: Comparison accuracy(%): MTS vs MTS with Automatic

Threshold.
Data Set MTS MTS_AT
Biology 67.5 69.1
Wine 86.4 88.5
Glass 53.5 55.0
Statlog Hearth 72.5 73.5
Tonosphere 83.8 84.6

Statlog Vehicle 57.9 60.4
Statlog Australian | 86.7 85.3

Yeast 42.2 43.5
Wine_Q 41.9 48.5
Car 71.5 72.5
Abalone 234 20.5
Musk 82.6 82.2

measures the accuracy, the following empiric measure of efficiency that meas-
ures the fraction of our solution that covers to the best solution found by the used
algorithms was applied,

fl (xoptimal>

C=——"—,
Zopt

where Z,,; is the best solution found. Table 5 shows evidence of the good per-
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formance of our approach taking into account the accuracy, observe that a great
quantity of results is bigger than 0.8, near to one maximum level of efficiency.

Table 5: Comparison accuracy (e).

Data Set MTS MTS_AT
Molecular Biology | 0.83 0.85
Wine 0.88 091
Glass 0.79 0.81
Statlog Hearth 0.85 0.86
Ionosphere 0.94 0.95
Statlog Vehicle 0.86 0.90
Statlog Australian | 0.99 0.98
Yeast 0.75 0.77
Wine_Quality 0.85 0.99
Car 0.89 0.90
Abalone 0.92 0.81
Musk 1.00 0.99

5 Conclusion

As you can see, we have carried out computational experiments with a variety
of datasets with nominal and/or real attributes, with great quantity of instances
and attributes, as well as, different categories of the class label. The discussion
of the results that were presented during the different experiments, shows that
our approach is competitive with the comparison algorithms, taking into account
the accuracy. Also, our algorithm presents less complex rules that most of these
algorithms and easily understood by human persons.

A very important factor is the definition of the threshold. A high threshold
eliminates great quantity of rules, on the other side, a small threshold would leave
a great quantity of them consuming a great quantity of memory. Taking this into
account and that each database has a different threshold, in general, the user
is forced to carry out a previous investigation to obtain the best threshold. We
present a version with automatic threshold that facilitates the use of the algorithm
improving most of the previous results.
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Appendix

RMTS rules

(Length >0.322) . (Diameter >0.077) . (0.037 < Whole-weight <=0.107) --> Class = 8
(0.126 < Height <=0.377) . (0.014 < Shell <=0.039) --> Class = 9

(Length >0.322) . (0.037 < Whole-weight <=0.107) --> Class = 9

(Sexo = 1) . (Length >0.102) . (0.014 < Shell <=0.039) --> Class = 8

(Whole-weight >0.943) . (Shucked-weight >0.056) --> Class = 11

(Diameter >0.253) . (0.014 < Height <=0.042) . (Vicera-weight >0.029) --> Class = 11
(Diameter »0.253) . (Vicera-weight <=0.029) --> Class = 7

(Sexo = 1) . (Shucked-weight <=0.056) --> Class = 6

(0.042 < Height <=0.126) --> Class = 6

(Whole-weight >0.943) . (Shell >0.038) --> Class = 10

(0.042 < Height <=0.126) . (Vicera-weight <=0.029) --> Class = 6

(Length >0.322) --> Class = 7

(Sexo = 1) . (Length >0.102) --> Class = 6

(Diameter >0.253) . (0.019 < Shucked-weight <=0.056) --> Class = 11

-->Class= 9

Number of Rules 14

Correctly Classified Instances 24.,610965

Incorrectly Classified Instances ~ 75.389035

Figure 1: Rules generated by MTS on the Abalone data set.
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(Shucked-weight <= 0.2515) and (Whole-weight >= 0.7865) and (Length <= 0.515) => Class=23
(4.0/1.0)

(Shell <= 0.017) and (Shucked-weight <= 0.007) and (Height >= 0.03) => Class=3 {7.0/2.0}
(Whole-weight <= 0.041) and (Diameter >= 0.15) => Class=3 (5.0/2.0}

(Whole-weight <= 0.1185) and (Vicera-weight <= 0.014) and (Height <=0.04) and (Length >= 0.165)
=>Class=4(12.0/2.0)

(Length <= 0.28) and (Shell <= 0.0215] and (Diameter >= 0.18) => Class=4 (10.0/2.0)

(Shucked-weight <= 0.06) and {Whole-weight <= 0.0565) and (Vicera-weight >= 0.0065) and
(Vicera-weight <= 0.0145) and (Sexo = 1) => Class=4 (16.0/5.0)

(Diameter <= 0.23) and (Diameter <= 0,165) and (Length >=0.225) => Class=4 (3.0/0.0)
(Shell <= 0.0305) and (Shell >= 0,0305) => Class=4 (2.0/0.0)

(Diameter <= 0.24) and (Vicera-weight <= 0.024) and (Shucked-weight >= 0.04) => Class=5
(28.0/10.0)

($hell <= 0.077) and (Length <= 0.285] and (Diameter <= 0.19) and (Vicera-weight >= 0.014) =>
Class=5 (25.0/2.0)

(Shell <= 0.1125) and (Sexo =1) and [Height <= 0.095) and (Shucked-weight >= 0.049) and
(Shucked-weight <= 0.0695) => Class=6 (50.0/23.0)

(Shell <= 0.1185) and (Height <= 0.095) and (Shucked-weight >= 0.0925) and (Sexo = I} and (Length
»=0.4) and (Length <= 0.42) => Class=6 (18.0/5.0)

(Shell <= 0.119) and (Sexo = 1) and (Length <= 0.385) and (Shucked-weight >=0.1) => Class=6
(49.0/24.0)

(Shell <= 0.119) and (Diameter <= 0.275) and (Shucked-weight >= 0.0735) and (Shell <= 0.0575) =>
Class=6 (38.0/16.0)

(Shell <= 0.172) and (Shell <= 0.133) and (Shucked-weight >= 0.147) and (Shell <= 0.L14) and (Shell
<= 0.094) => Class=7 (18.0/5.0)

(Diameter »= 0.485) and (Shucked-weight >= 0.615) and (Whole-weight <= 1.8325] and (Vicera-
weight >=0.375) => Class=11 (70.0/33.0)

(Shell <= 0.253) and (Sexo = |] and (Whole-weight >= 0.335) and {Whole-weight <= 0.625) and
(Shucked-weight >= 0.2465) => Class=8 (78.0/35.0)

=> Class=9 (2806.0/2290.0)
Number of Rules : 18
Correctly Classified Instances 190 20.2559 %

Incorrectly Classified Instances 748 79.7441 %

Figure 2: Some rules generated by JRip on the Abalone data set.
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